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Abstract 

Background Virtual reality (VR) offers an immersive and practical method for training medical skills, especially in 
emergency healthcare settings. However, it is unclear whether learning in VR will translate into real‑world perfor‑
mance benefits. To explore these potential transfer effects, we examined the validity and fidelity of a bespoke VR 
environment for Basic Life Support (BLS) training, a generic skill in medical training programmes.

Methods Twenty‑two medical trainees performed standardised BLS procedures within two simulation conditions: 
one in VR, using a Pico Neo 3 standalone system; the other in a real‑world synthetic environment, which included a 
physical mannequin and resuscitation equipment. Patterns of task behaviour, workload, sense of presence, and visual 
attention were derived from user self‑report questionnaires, video recordings, and eye‑tracking data.

Results Data showed that the VR training environment was sufficiently high in face validity to immerse the par‑
ticipants, and that trainees were displaying realistic task behaviours and procedural actions. However, the fidelity of 
user interactions and movements in VR proved atypical, which seemed to disrupt participants’ attentional and motor 
responses.

Conclusions Results suggest that VR may have limitations for improving physical skills in the context of BLS training, 
yet be potentially valuable for developing task procedures and/or perceptual abilities.
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Introduction
Simulation-based learning, using either virtual environ-
ments or synthetic physical equipment, is a key element 
of medical training. Indeed, the healthcare sector has 
often led the way in the development of evidence-based 
synthetic environments for enhancing occupational skills 
[1]. Here, learning typically occurs via physical simula-
tion methods, in which trainees practice on human actors 
and real-life models or props [2]. For example, Basic Life 
Support (BLS) skills are routinely taught using a training 
mannequin like the ‘Resusci-Anne’, which can be physi-
cally interacted with and incorporated within controlled 
clinical scenarios. Such an approach offers a highly usable 
and safe method of practicing fundamental emergency 
procedures (e.g., the sequencing and/or performance of 
chest compressions, rescue breaths etc.) and has proven 
beneficial for both healthcare professionals and the gen-
eral population [3–5]. These standardised procedures are, 
however, usually performed within organised teaching 
settings and are delivered by specialist training providers, 
making them inefficient and costly. Moreover, despite 
being relatively easy to implement, this type of training 
seldom recreates the actively changing sensory condi-
tions and pressures that characterise ‘real-world’ BLS 
operations [6]. Crucially, these contextual differences can 
prevent trainees from experiencing authentic psychologi-
cal and emotional responses during the learning process, 
which limits the overall effectiveness of a training pro-
gramme [7]. As such, there is a demand for new immer-
sive simulators that are both efficient and naturalistic for 
training purposes [8].

Virtual Reality (VR) technology provides new oppor-
tunities for simulating immersive sensory environments 
within medical education [9]. Commercial standalone 
headsets are becoming commonplace in healthcare, and 
their ability to create standardised clinical scenarios 
without the need for costly specialist staff or facilities 
makes them an increasingly appealing option for BLS 
training [10]. Studies have indeed shown that VR simula-
tions can create highly immersive and well-accepted BLS 
learning environments that build skills, confidence and 
task knowledge in trainees ([11–14]; see [15] for recent 
review). Moreover, VR interventions have been found 
to enhance skills in a range of clinical domains, such as 
laparoscopic surgery [16], ophthalmology [17], neuro-
logical assessments [18], and mass casualty triage deci-
sion-making [19]. However, despite this promising initial 
support, caution must be placed when incorporating VR 
within occupational training programmes. Indeed, the 
effectiveness of training will not only depend on whether 
a simulation feels immersive, but also on whether it pos-
sesses the critical attributes for generating improvements 
in real-world performance [7]. Given that VR-related 

differences in user behaviour and movement control 
could conceivably exist during BLS task procedures (e.g., 
during chest compressions: [20]), it is crucial that this 
potential transfer of learning is comprehensively evalu-
ated before the technology is implemented within the 
field.

Harris et  al. [7] have recently outlined two key pre-
dictors that can determine transfer of learning from 
VR. The first is validity, which refers to whether a 
simulated environment provides accurate representa-
tions of its real-world equivalent. To assess this compo-
nent, researchers typically focus on a user’s subjective 
view of how realistic a simulation is (i.e., face valid-
ity) and whether task-specific functionalities corre-
spond between virtual and real-world conditions (i.e., 
construct validity: [21, 22]). The second predictor of 
learning transfer is fidelity, which concerns whether 
a simulation elicits realistic psycho-behavioural 
responses from its users [7, 23, 24]. This is assessed 
from a user’s physical movements, affective state, and/
or cognition. Indeed, though dependent on the specific 
objectives of training, the generalised nature of most 
clinical skills demand that simulations provide a suita-
ble degree of realism at both a physical and psychologi-
cal level [25]. From a BLS perspective, the likelihood of 
a VR simulator facilitating tangible skill improvements 
will therefore depend on whether it is representative of 
real-world tasks and capable of generating ‘lifelike’ user 
responses.

Based on the framework outlined by Harris et al. [7], 
the present study assessed the validity and fidelity of a 
VR simulator which has been designed to develop BLS 
competencies. To do this, we compared the VR simu-
lation with a standardised real-world equivalent, which 
was based on current medical training practice in the 
UK. These two contrasting training conditions were 
closely matched for visuospatial features and presented 
within the same clinical context. Hence, we could eval-
uate the degree to which VR can provides an accurate 
representation of real-world sensory environments 
(e.g., by using self-report measures of user experience), 
and whether it elicits authentic psycho-behavioural 
responses (by measuring physical actions, cognitive 
workloads, and in-situ gaze responses). Crucially, these 
preliminary assessments were conducted before the 
simulation is implemented within training programmes 
(as recommended in [7]). This approach enabled us 
to not only gauge the potential efficacy of VR for 
enhancing clinical skills; it could also help guide addi-
tional software developments ahead of future training 
applications.

Given the positive learning outcomes reported in 
previous  research (e.g., [11–14]), VR-based training 
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was hypothesised to create immersive, high-fidelity 
learning conditions. This would be reflected in authen-
tic user experiences (i.e., high face validity) and positive 
correlations between clinical expertise and VR-based 
performance outcomes (i.e., high construct validity). 
From a fidelity perspective, patterns of cognition (e.g., 
perceived workloads) and behaviour (e.g., gaze and 
motor responses) were expected to be similar in VR 
to those shown in real-world operations. Such effects 
would indicate a strong potential for transfer of learn-
ing within the context of BLS training [7].

Methods
Participants
Twenty-two eligible medical trainees took part in the 
study (9 males, 13 females, age range: 20–38 years). These 
individuals had all received prior BLS training and pre-
sented varying levels of clinical proficiency and previous 
VR experience (see Table 1). Inclusion criteria stated that 
participants were undertaking a medical degree or clini-
cal training programme within the UK National Health 
Service. Participants were excluded if they reported neg-
ative responses to VR, such as cybersickness or distress. 
The recruited sample size was sufficiently powered to 

detect moderate-to-strong statistical effects in the data 
(i.e., between-condition effects equivalent to d ≥ 0.54, at 
p = 0.05, 1–β = 0.80). All participants provided written 
informed consent, in accordance with British Psycho-
logical Society guidelines. The study was approved by the 
School of Sport and Health Sciences Ethics Committee, 
University of Exeter, and the experimental procedures 
adhered to this approved protocol at all times.

Simulation conditions
The simulated VR environment was presented using the 
Pico Neo 3 Pro Eye headset (Pico Interactive, San Fran-
cisco, CA): a lightweight, standalone head mounted dis-
play system with inbuilt eye tracking capabilities and 
a 98° field of view (refresh rate: 90 Hz). The device ena-
bled participants to perform a BLS task within a virtual 
healthcare setting, while also recording pupil positions at 
72 Hz. The VR environment was built using Unity game 
development software (version 2020.3.1; Unity technolo-
gies, CA) and was designed to simulate an empty hos-
pital waiting room that users could freely move around 
in (see Fig.  1). Situated within this virtual room was a 
static mannequin, which replicated the half-body physi-
cal models that are used in real-world BLS training pro-
grammes. Additionally, the VR environment contained 
resuscitation equipment (a bag valve mask and three 
different-sized guedel airway devices), an emergency tel-
ephone, and a visible safety hazard (a wet floor sign and 
water puddle).

Participants could interact with the simulation objects 
by moving their virtual hands (the Pico controllers) to 
the object’s 3-D spatial position and pressing a ‘grip’ but-
ton on the side of the controller. For instance, they would 
perform chest compressions by moving both controllers 
to the middle of the mannequin’s torso, while holding 
down the grip buttons for the duration of each move-
ment (see Supplementary Table 1 for a full list of the sim-
ulation task functionalities). An illustrative video of this 

Table 1 Summary of descriptive measures from the study 
population

SD standard deviation, SHO senior house officer (i.e., doctors in post-foundation 
training or locally employed in non-training equivalent roles), VR virtual reality

Mean Age in Years 26.48 (SD = 3.96)

Gender 9 male, 13 female

Current Healthcare Role 5 medical students, 5 foundation 
doctors, 10 SHOs, 2 registrars

Years of Completed Medical 
Training

6.83 (SD = 3.07)

Previous Virtual Reality Experience 7 with no prior experience of VR
7 with limited VR experience (< 2 h)
5 with some VR experience (2–20 h)
3 frequent standalone VR users

Fig. 1 The basic life support task for virtual simulation conditions. The figure on the left shows the user’s view of the virtual scenario, and the 
illustration on the right shows the Pico Neo 3 Pro Eye headset and controllers that were used in the study
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virtual environment and its functionalities can be found 
at https:// osf. io/ eq4pc/.

The virtual room was  147m2 in total area, which was 
smaller than the surrounding laboratory workspace. Par-
ticipants were able to move around the VR environment 
completely freely (e.g., by walking up to the mannequin, 
crouching on the floor etc.) and were not impeded by any 
obstacles or boundaries. Although the sizes of all objects 
in the VR environment were consistent with those used 
in real-world clinical settings, participants would not 
experience the physical sensations of interacting with 
these items (e.g., there would be no weight ascribed to 
the equipment or no resistance from the mannequin 
torso). Instead, user interactions were accompanied by 
vibrations of the hand controllers and representative 
auditory cues.

To ensure that participants were sufficiently accus-
tomed to the artificial performance conditions, they 
completed a series of familiarisation tasks within a sec-
ond VR environment. For these activities, participants 
were situated within a virtual dressing room area, where 
they would interact with two objects using the exact 
same methods as in the experimental study condition. 
Specifically, they were required to pick up a drinks can 
and put a baseball cap on their head using the VR hand 
controllers. These game items were presented on a long 
workbench in the middle of the room, at a distance that 
would require users to move around the virtual space.

The real-world conditions were performed in the exact 
same physical laboratory space as the VR and contained 
the same room layout and task objects (except for Gue-
del airway devices, which were not available in the real-
world as the mannequin did not allow for insertion of 
airway adjuncts). The relative locations of the half-body 
mannequin, resuscitation equipment, and water hazard 
replicated those in the virtual simulation, to ensure that 
these key visuo-spatial features were identically matched 
between conditions. In the real-world task, participants 
wore Pupil Labs mobile eye tracking glasses (Pupil Labs, 
Sanderstrasse, Berlin, Germany), which recorded scene 
camera and pupil positional data at 90 Hz to provide an 
indication of dynamic gaze locations (spatial accuracy: 
0.60°). Calibration of this system was performed before 
the task was initiated, using the manufacturers built-in 
screen marker routine.

Study design and procedures
Upon arriving to the laboratory, participants provided 
written informed consent and demographic information 
(as detailed in the Measures section). Thereafter, they 
would perform each of the study’s two experimental con-
ditions in a pseudo-randomised order. For the VR condi-
tion, participants were firstly fitted with the Pico headset 

and introduced to the familiarisation environment. They 
were initially given up to one minute of exploration 
time in this simulation, in which they could freely move 
around the virtual space and make any necessary adjust-
ments to the headset positioning (e.g., for comfort or 
enhancement of visual focus). During this time, par-
ticipants were told that they would also be able to move 
around the BLS training environment in the same natu-
ralistic and unconstrained way. Once comfortable with 
these task features, participants were then required to 
interact with the two familiarisation game objects (the 
baseball cap and drinks can), in any order of preference. 
These steps ensured that they were accustomed to the 
VR controls and functionalities ahead of the experimen-
tal BLS tasks. The familiarisation procedures were termi-
nated once the participants had successfully interacted 
with both game objects and had verbally confirmed that 
they were ready to proceed with the main experimental 
tasks.

Before commencing the BLS task, participants received 
a standardised briefing from the researchers. These 
instructions conveyed situational information about the 
simulated environment, such as the cause of the emer-
gency and the objectives of their intervention (see full 
scripts at https:// osf. io/ eq4pc/). Once participants had 
confirmed that they understood these instructions and 
were ready to proceed, the researchers initiated the task. 
Hereafter, participants were able to freely move around 
the virtual room and interact with the simulated patient 
(i.e., the half-body mannequin) and any resuscitation 
equipment. The task was deemed complete once three 
rounds of chest compressions and rescue breaths had 
been successfully delivered. At this point, and once the 
recording of all data outcomes had been saved, partici-
pants would take off the VR headset and then complete a 
series of self-report questionnaires.

For the real-world condition, participants were firstly 
fitted with the eye-tracking glasses and completed the 
standardised calibration procedures. They then received 
an identical briefing to the VR conditions and were shown 
to their initial position. Participants started 3.7  m away 
from the mannequin (as in the VR task), while facing the 
opposite direction from all task objects until the trial had 
commenced (to prevent goal-relevant visual cues from 
being retrieved before the onset of data recording). Once 
the task had been started, participants were instructed to 
turn on the spot before completing their subsequent BLS 
procedures. From this point, the real-world BLS task was 
exactly the same as the VR equivalent, both in terms of 
the background clinical scenario and the required behav-
iours. Once again, the trial was concluded upon the suc-
cessful completion of three rounds of chest compressions 
and rescue breaths.

https://osf.io/eq4pc/
https://osf.io/eq4pc/
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Crucially, neither experimental condition imposed 
any constraints or guidance on which specific BLS 
equipment or procedures should be operated by the 
participants. This was important, given the varying 
levels of clinical training and experience exhibited by 
the study sample (Table 1). Indeed, while some partici-
pants may have been less qualified or willing to employ 
certain procedures than others (e.g., rescue breath 
procedures using the bag valve mask), our repeated-
measures analyses was only interested whether these 
key decision-related behaviours were similar between 
the VR and real-world simulations. As such, partici-
pants were simply informed that they should perform 
the BLS tasks in a manner that was consistent with 
their previous training. Upon completing both condi-
tions, they were then debriefed by the researchers. Lab-
oratory visits generally lasted under 45  min for each 
participant, and breaks were offered between each con-
dition. All methods were performed in accordance with 
relevant guidelines and regulations.

Measures
Self‑report measures
To examine face validity, we measured users’ subjec-
tive sense of presence (i.e., the degree to which they 
felt as though they actually existed inside the VR envi-
ronment) using a version of the Presence Question-
naire (adapted from [26]). This commonly used tool 
would illustrate whether the simulation was sufficiently 
accurate and realistic to create immersive user expe-
riences [27]. Specifically, the questionnaire requires 
participants to respond to ten itemised statements on 
a 7-point Likert scale. Sub-item scores are then com-
bined into an overall total, with higher scores signalling 
greater levels of presence. Values that exceed the mid-
point of each scale would indicate that the participants 
were sufficiently immersed in the virtual environment 
and that the VR simulator was relatively high in face 
validity [28, 29].

To assess aspects of fidelity, we measured the psycho-
physical demands associated with each BLS training pro-
tocol using the Simulation Task Load Index (SIM-TLX; 
[30]). Participants completed this previously validated 
questionnaire after both simulation conditions, by self-
rating levels of workload in nine separate items: mental 
demands; physical demands; temporal demands; frus-
tration; task complexity; situational stress; distractions; 
perceptual strain; and task control. Each dimension was 
scored from ‘very low’ to ‘very high’ on a bipolar 21-point 
rating scale, with higher total scores signalling greater 
perceived workloads. The sum of the nine sub-item rat-
ings were computed to provide a total SIM-TLX score for 
each participant.

Behavioural measures
All behavioural data were retrieved and processed offline, 
following inspection of task video recordings. These 
video recordings were obtained from a first-person per-
spective to facilitate the extraction of several perfor-
mance metrics. In real-world conditions, the recordings 
were made by the Pupil Labs eye tracker’s scene camera, 
which was positioned on the top of the glasses frame. For 
VR conditions, this footage was obtained from the simu-
lator’s customised remote viewing function, which dis-
plays user’s point of view on a connected laptop. Using 
this footage, we were able to log each procedure that 
was undertaken by users, as well as the timing and fre-
quency of key interactions. Specifically, we recorded the 
number of chest compressions and rescue breaths that 
were performed in each round and observed whether 
participants checked for consciousness, airway obstruc-
tion, breathing, and circulation in their simulation (in 
accordance with Resuscitation Council UK guidelines). 
For these binary event-related outcomes, we assigned a 
score of 1 for actions that were undertaken by partici-
pants and a score of 0 in instances when the actions were 
not performed.

Moreover, we calculated the time taken to perform the 
BLS task in each of the study’s simulation conditions. 
Video recordings were manually inspected in a frame-by-
frame fashion to calculate the elapsed time between the 
onset of the task and the successful completion of three 
rounds of chest compressions and rescue breaths. Taken 
together, these measures would indicate the degree to 
which task behaviours in VR correspond with real-world 
performance actions and expertise [7, 21, 22].

Eye‑tracking measures
To further assess aspects of fidelity, we compared users’ 
visuomotor responses between the two study condi-
tions. Indeed, the continuous regulation of gaze during 
movement-based tasks, coupled with the sampling of 
goal-relevant sensory information, can provide objective 
indicators of clinical expertise (e.g., [31, 32]), decision-
making biases [33], emotional regulation (e.g., [34, 35]) 
and perceived workloads [36, 37]. Hence, potentially 
meaningful differences in visuomotor behaviour could 
be extracted from user’s dynamic gaze responses. Spe-
cifically, both eye tracking systems that were used in the 
current study produced combined gaze vector positions 
in cartesian (x, y, z) coordinates. These raw datafiles were 
first inspected for signal quality and then analysed using 
customised MATLAB scripts (available at https:// osf. 
io/ eq4pc/). To enable comparisons between conditions, 
positional data were converted into angles on an equiva-
lent ‘gaze-in-head’ spherical coordinate system (i.e., phi, 
theta, and radius values, relative to head orientation). 

https://osf.io/eq4pc/
https://osf.io/eq4pc/
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Thereafter, the angular coordinates were resampled to a 
consistent 36  Hz and passed through a zero-phase But-
terworth filter (at 15 Hz for positional data and 50 Hz for 
velocity data, as in [38]). From here, a number of key gaze 
metrics were calculated, as described below.

Saccade frequency Rapid shifting of gaze to a new vis-
ual location (i.e., saccades) were identified from portions 
of gaze data that exceeded five times the median accel-
eration [39]. Gaze velocity had to be at least 30°/s dur-
ing this period of time, and over 15% of the trial-specific 
maximum velocity [40, 41]. Any data that were preceded 
or followed by missing values were disregarded, to avoid 
erroneous detections. The number of detected saccades 
were then divided by the total task duration to provide 
a relative frequency value (i.e., saccades per second). 
Higher frequencies signalled that participants were shift-
ing their gaze more readily around their surrounding vis-
ual workspace.

Saccade type To further understand participants visual 
search behaviours, the change in angle between succes-
sive saccades  was calculated to classify persistent and 
antipersistent strategies [42]. Persistent saccades were 
detected from eye movements that shifted gaze contin-
uously in a direction that was within 90° of space. Con-
versely, antipersistent saccades were those that changed 
direction by > 90°. The proportion of each type of saccade 
was expressed as a percentage, before being compared 
between conditions. A higher proportion of antipersis-
tent saccades within a given condition would illustrate 
a large amount of inefficient ‘back and forth’ gaze shifts, 
whereas a high percentage of persistent saccades would 
reflect smoother, more continuous visual scanning pat-
terns across the simulated workspace.

Average fixation durations Fixations were defined from 
clusters of gaze data that fell within 1° of visual angle for 
a minimum of 100  ms [43]. The duration of each fixa-
tion event was made using a well-established spatial dis-
persion algorithm [44], before being averaged for each 
participant in each condition. Longer average durations 
within a task condition would indicate prolonged sam-
pling of visual cues.

Entropy To assess how structured or efficient partici-
pants’ visual search behaviours were, we assessed Gaze 
Transition Entropy [45]. This measure indexes levels of 
variability or randomness in the continuous eye track-
ing data, by calculating the probability of a given data-
point (i.e., current fixation location) being conditional 
upon previous recorded values (i.e., preceding fixation 
locations). To categorise our gaze-in-head positional 

data, the egocentric visual scene was split into 15 con-
tent-independent areas of interest (AOIs), based on a 
uniform 5 × 3 grid. The AOI grid followed dimensions 
that are consistent with previously reported studies 
(e.g., [46]). Specifically, for both phi and theta coor-
dinates, central segments represented fixations that 
were ≤ 12.5° from the midpoint of the visual scene. On 
the phi axis, fixation locations that were < 25° to either 
side of this central AOI represented the next layer of 
AOIs, while those that deviated from the midpoint 
by > 37.5° were assigned to outer (peripheral) segments. 
For theta coordinates, the outer segments represented 
gaze locations > 12.5° from the scene midpoint (i.e., 
values that were above or below the central segment). 
After assigning each fixation to an AOI, entropy was 
calculated using the following equation:

Here, the sum of the logarithm of all conditional prob-
abilities (which signifies the likelihood of fixating each 
AOI) is estimated for a given state space in ‘bits’, with i rep-
resenting preceding gaze locations and j representing the 
next location in the sequence. In sum, when gaze is shifted 
predictably between strategic and regular locations in 
space, entropy will be relatively low; but when visual search 
behaviours follow erratic and reflexive patterns over time, 
then entropy will be relatively high.

Statistical analysis
Data outcomes were initially screened for missing and/
or extreme values (p < 0.001), and for any extreme devi-
ations from normality, linearity, multicollinearity, or 
homoscedasticity. Univariate outliers were Windsorised 
to 1% larger or smaller than the next most extreme 
score. The cleaned data variables were then assessed for 
between-condition differences, using a series of paired 
t-test (for parametric data) or Wilcoxon-signed rank 
test (for non-parametric data) comparisons. Here, any 
discernible differences in gaze behaviour between vir-
tual and real-world conditions would indicate that the 
VR simulator is not fully representative of real-world 
BLS environments and that it is eliciting atypical user 
responses. Conversely, a lack of between-condition dif-
ferences would signal that the VR simulator is high in 
fidelity, and that it is more likely to facilitate transfer of 
learning within BLS training [7].
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To examine levels of concurrent validity, Spearman’s Rho 
analysis studied relationships between prior clinical exper-
tise (number of years in formal medical training) and each 
of our continuous behavioural and eye tracking metrics. 
Here, significant positive correlations would indicate that 
the VR training simulation is sufficiently representative of 
‘real-world’ medical proficiencies (as in [7, 21, 22]).

All statistical tests were performed using JASP (ver-
sion 0.16.3) and are reported alongside a Bayes Factor 
computation  (BF10), which indicates the strength of evi-
dence in favour of a null versus the alternative hypotheses 
(in accordance with [47]). Significance was accepted at 
p < 0.05 and averages are presented alongside a relevant 
standard deviation (SD) value. The study’s full anonymised 
dataset is freely available at https:// osf. io/ eq4pc/.

Results
Preliminary data analyses
One participant displayed symptoms of cybersickness, 
meaning that they were excluded from the study. A fur-
ther three participants were excluded from eye tracking 
analyses, due to missing data or poor tracking quality. 
This afforded a final sample of 21 for our self-report and 
behavioural data analyses, and a sample of 18 for our 
between-condition gaze data comparisons. Behavioural 
data relating to the number of chest compressions and 
rescue breaths in each simulation were disproportion-
ately clustered around guideline values (i.e., 30 chest 
compressions and 2 rescue breaths per round/cycle of 
cardiopulmonary resuscitation; in line with recommenda-
tions made by the Resuscitation Council UK). Moreover, 
participants’ time to task completion and average fixation 
durations were positively skewed. As such, these outcome 

measures were analysed using non-parametric statistical 
procedures. No other deviations from normality, linearity, 
multicollinearity, or homoscedasticity were observed.

Self‑report data
Scores from the presence questionnaire were relatively 
high following performances in the VR task conditions. 
Mean total values of 43.24 ± 6.92 exceeded the mid-point 
of the itemised scale (i.e., 40), suggesting that users felt 
like they really existed in the virtual environment. In fact, 
15 participant totals (71.48%) were above this threshold, 
indicating that the high feelings of presence were widely 
prevalent in the study.

SIM-TLX scores significantly differed between virtual 
and real-world conditions (t(20) = 9.01, p < 0.001, d = 1.97; 
 BF10 = 7.43*105). As illustrated in Fig. 2, the VR task simu-
lation was perceived to be considerably more demanding 
than the traditional mode of BLS training, an effect under-
pinned by elevated mental demands, frustration, complex-
ity, distractibility, perceptual strain and difficulties with 
task control. Interestingly, though, Fig. 2 shows that the VR 
simulation was deemed to be substantially less physically 
demanding by users than its real-world equivalent.

Behavioural data
The average number of chest compressions (VR: 
32.18 ± 4.11; real-world: 30.84 ± 1.93) and rescue breaths 
(VR: 1.94 ± 0.42; real-world: 2.11 ± 0.39) for the overall 
sample was not significantly different between condi-
tions (p’s > 0.05;  BF10 < 1), and the proportion of users 
who inspected the patient for consciousness (85.71%) 
and airway obstruction (95.24%) was identical in both 
environments. Moreover, despite being free to employ 

Fig. 2 Self‑reported scores on the Simulation Task Load Index (SIM‑TLX) during real‑world and virtual reality conditions. Values represent averages 
for each sub‑item on the questionnaire and error bars denote standard errors of the mean

https://osf.io/eq4pc/
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either mouth-to-mouth or bag valve mask rescue breath 
techniques, the proportion of participants who utilised 
each method did not significantly differ between condi-
tions (χ2 = 0.171, p = 0.68). Specifically, 88.24% (15/17) 
of participants that opted to use the bag valve mask in 
VR also opted to do so in the real-world. This suggests 
that users were generally undertaking similar procedures 
in the two distinctive training environments. However, 
trainees took significantly longer to perform the task 
when it was simulated in VR (Wilcoxon Signed-Rank: 
Z = 4.02, p < 0.001,  BF10 = 635.28). Indeed, the time taken 
to complete three cycles of cardio-pulmonary resuscita-
tion was 94.64% higher in the VR compared to the real-
world training conditions (see Fig. 3).

Eye‑tracking data
There were some consistent patterns observed in the 
‘real-world’ eye-tracking footage. When commencing the 
task, participants tended to initially scan across the room 
via a series of large saccades and successive fixations. This 
rapid sampling of visual cues enabled key task-relevant 
information to be retrieved from the scene, such as the 
existence of any safety risks (e.g., the wet floor hazard) 
and assistive support (e.g., an available helper or defibril-
lator). Participants often repeated these search behav-
iours when performing chest compressions, although 
their gaze was also sometimes directed to action-focused 
cues (e.g., towards the mannequin’s torso). Such ‘anchor-
ing’ of gaze became more prominent during the provi-
sion of rescue breaths, when participants would tend to 
alternate their focus between the facial attachment of the 
bag valve mask and the middle of the mannequin’s torso. 
These strategic, goal-driven gaze responses are illustrated 
in Supplementary Videos at https:// osf. io/ eq4pc/.

Notably, participants displayed a reduced frequency 
of saccadic eye movements within the VR environment 
(t(17) = 2.8, p = 0.01, d = 0.66,  BF10 = 4.45; Fig. 4A), which 
illustrates that gaze was being shifted less readily around 
the visual workspace. The type of saccades being used 
also proved to be atypical, as users exhibited a lower 
proportion of persistent saccades and a higher propor-
tion of anti-persistent saccades under VR conditions 
(t(17) = 5.60, p < 0.001, d = 1.32,  BF10 = 781.46; Fig.  4B). 
This suggests that the large, continuous visual scans that 
were prevalent in real-world BLS training environment 
were less prominent in the VR simulation, and that par-
ticipants were instead relying on less efficient ‘back and 
forth’ gaze shifts within this setting.

Fixation behaviours also proved different between train-
ing conditions. For example, average durations were sig-
nificantly shorter in the real-world (mean = 0.21 ± 0.05 s) 
compared to VR (mean = 0.25 ± 0.05  s; Wilcoxon 
Signed-Rank test: Z = 2.81, p < 0.01,  BF10 = 9.22; 
Fig.  4C). This signals that participants were sampling 
virtual cues for longer than their real-world sensory 
equivalents, and that the control of visual attention 
may have been atypical during VR trials. Moreover, 
when analysing the structure and/or variability of par-
ticipants’ fixation behaviours, results showed that gaze 
transition entropy values were significantly higher in 
VR compared to the real-world simulation environment 
(t (17) = 6.00, p < 0.001, d = 1.42,  BF10 = 1604.10). This 
indicated that gaze shifts were less systematic and pre-
dictable within a VR setting.

Relationships with clinical expertise
There were no significant correlations detected between 
years of previous medical training and any of the 

Fig. 3 Time to complete the task in real‑world and virtual reality 
simulations. Horizontal lines represent the median for each study 
condition and the notched shaded areas denote upper and lower 
quartiles. Rectangular shaded areas depict the standard deviation. Filled 
circles represent individual cases

https://osf.io/eq4pc/
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continuous workload, behavioural or gaze metrics in 
this study (p’s > 0.25,  BF10 < 1.12; see Fig.  5). This high-
lighted that prior clinical experience was unrelated 
to BLS task performance in either simulated training 
condition.

Exploratory analysis
The markedly different gaze responses in Fig. 4 could 
be explained by two hypotheses:

i) Users could be processing virtual cues in a funda-
mentally different way from those in the real-world. This 

Fig. 4 Gaze patterns in the real‑world and virtual reality simulations. Significant between‑condition differences are illustrated for saccade frequency 
(A), the proportion of anti‑persistent saccades (B), average fixation durations (C) and gaze transition entropy (D; all p < .01). Horizontal lines represent 
the median for each condition. Notched shaded areas denote upper and lower quartiles. Rectangular shaded areas depict the standard deviation. 
Filled circles represent individual cases
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is consistent with observations that the integration of 
multisensory cues differs under conditions that are more 
uncertain or unrelated to prior experience (Kording et al., 
2007).

 ii) Conversely, altered gaze patterns could relate to dif-
ferences in visuomotor control. Indeed, the VR task was 
deemed less physically demanding, but more complex 
and frustrating to perform (Fig. 2). Participants also took 
longer to successfully complete the simulated VR proce-
dures (Fig. 3). As such, the usually efficient and automatic 
control of sensorimotor actions may have been disrupted 
in VR, leading to an atypical use of visual feedback cues.

Since these two hypotheses present divergent implica-
tions for clinical training, we analysed gaze behaviours 
during initial phases of the BLS task (when movement 

demands were low and various perceptual assessments 
were instead being made). Specifically, we tested whether 
saccadic frequency and fixation durations varied between 
VR and real-world conditions prior to the onset of any 
chest compressions. As shown in Fig.  6, these outcomes 
did not significantly differ between training conditions 
(p’s > 0.19,  BF10 < 0.53). Therefore, it appears that simula-
tion fidelity was relatively high in VR when the BLS task 
consisted of mostly perceptual components (e.g., when 
users initially assess the situation to determine an appro-
priate course of action), but low when the task involved 
dynamic motor actions and movements (e.g., during the 
provision of chest compressions and rescue breaths).

Crucially, this analysis shows that the prolonged fixa-
tion durations and reduced saccade frequencies that 

Fig. 5 Scatter plots highlighting relationships between years of previous medical training and gaze behaviours during the present study. Null 
statistical associations emerged for saccade frequency (A), the proportion of anti‑persistent saccades (B), average fixation durations (C) and gaze 
transition entropy (D) during both real‑world and virtual reality training environments (all p > .05). Dotted lines represent the line of best fit for each 
study condition. Filled circles represent individual case values
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were displayed in VR during the extended BLS task do 
not appear related to any generic abnormalities in the 
processing of virtual sensory cues. Instead, they likely 
reflect a more feedback-driven mode of visuomotor con-
trol, as consistent with Harris et al. (2019). While users in 
real-world training conditions were able to control their 
movements without needing to continuously monitor 
their actions (allowing them to frequently scan around 
the scene for alternative situational cues), they seemed 
to increasingly rely on incoming visual cues in VR. As 
a result, their gaze behaviours were more reflexive and 
action-focused in these training conditions.

Discussion
VR technologies could provide an appealing method 
for delivering BLS training (see [15, 48]). However, the 
degree to which these new and immersive forms of train-
ing foster practically meaningful learning effects (which 
transfer onto real-world performance) remains unclear. 
Consequently, we focused on two key predictors of skill 
transfer – simulation validity and fidelity – to investigate 
the potential utility of VR in the context of BLS training. 
Through integrating self-report user feedback with objec-
tive behavioural and eye-tracking data, our analysis pre-
sents some notable strengths and limitations of VR-based 

methodologies in this field. Such features should be 
considered when designing future simulation training 
interventions.

Firstly, to evaluate simulation validity, we assessed 
whether the VR task provided accurate and immersive 
conditions for our user group of medical trainees. Par-
ticipants generally reported feeling high levels of pres-
ence, with mean questionnaire scores exceeding those 
documented in other occupational domains (e.g., avia-
tion: [28]). These data not only signal that participants 
felt like they really existed in the VR environment; they 
also support previous findings that VR can simulate 
immersive and realistic BLS learning conditions from 
the perspective of its users [11–13]. Such high levels 
of simulation validity are an important determinant of 
effective skill transfer [7] and may contribute to more 
adaptive behaviours and task motivation during learning 
[49]. Our results therefore reinforce the notion that VR 
could offer an engaging and immersive method of teach-
ing BLS skills.

Our second criterion for evaluating validity was to 
examine whether VR accurately captured individual dif-
ferences in task expertise. Results provided no support in 
this regard, with years of prior medical training proving 
unrelated to all of our study measures. The reasons for 

Fig. 6 User gaze patterns in the real‑world and virtual reality training environments before the onset of chest compressions. Horizontal lines 
represent the median for each study condition and the notched shaded areas denote the upper and lower quartiles, whilst the rectangular shaded 
areas depict the standard deviation of the mean. Filled circles represent individual cases
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these null effects could be twofold. Firstly, it is possible 
that the simulation did not provide sufficient construct 
validity. Indeed, if a training method does not accurately 
represent the functional parameters of real-world condi-
tions, then it is unlikely to produce expert-related vari-
ations in behaviour [7]. However, null correlations were 
detected for both VR and real-world conditions in our 
data. So, one must also consider that there may not have 
been sufficient variability or sensitivity in our measures 
of task expertise to detect a relationship. The fact that all 
participants had received previous BLS training indicates 
that there may have been a ‘ceiling effect’ in the data. 
This is supported by our behavioural observations, which 
showed very few detectable ‘errors’ being made in either 
condition. To progress this research in the future, studies 
may therefore wish to examine how BLS task behaviours 
change in novice trainees over time, following repeated 
practice in VR.

When inspecting outcomes relating to simulation fidel-
ity, our data show mixed results. From a behavioural per-
spective, we found that users reported higher perceived 
workloads and took significantly longer to perform the 
task in VR. This impeded delivery of cardiopulmonary 
resuscitation could be potentially detrimental in a clini-
cal setting, since the rate of chest compressions and 
‘time off the chest’ are considered key predictors of posi-
tive patient outcomes (e.g., see Resuscitation Council 
UK guidelines). Our eye-tracking data also implied that 
learners were sampling virtual sensory cues very differ-
ently from those in the real-world (Fig. 4). For instance, 
participants shifted their attention less frequently and 
predictably around the VR workspace (as indicated by 
lower saccadic frequencies and gaze entropy). Moreover, 
instead of employing the highly systematic visual scan 
behaviours that were displayed in the real-world simula-
tion, gaze was increasingly shifted ‘back and forth’ in VR 
and held steady on cues for longer fixation durations. 
Given the clear difficulties that some users experienced 
when performing movement-based cardiopulmonary 
resuscitation actions in VR, as well as the limited haptic 
information that was  made available in the simulation, 
we speculate that such a response is likely related to dis-
ruptions in visuomotor control. Indeed, atypical gaze 
responses were not present prior to the onset of chest 
compression actions in this task (Fig. 6) and atypical car-
diopulmonary resuscitation movements have also been 
documented in previous VR studies (e.g., [20]). Further-
more, motor learning research has shown that learners 
can rely on suboptimal movement strategies and percep-
tual cues when interacting with virtual environments [50, 
51]. Thus, when taken together, our results suggest that 
the VR simulation was lacking in aspects of physical and/
or ergonomic fidelity, which is likely to have impacted 

on the attentional and cognitive responses that were dis-
played by users.

Nevertheless, there were aspects of simulation fidelity 
that were more encouraging. For instance, users gener-
ally undertook the same clinical actions and decisions in 
the virtual simulation as they did in the real-world con-
ditions, with Bayes factors for numbers of chest com-
pressions and rescue breaths favouring the null model. 
Participants also showed realistic gaze responses during 
initial stages of the VR task (Fig. 6). Crucially, the initial 
phases of BLS consist of various situational assessments, 
whereby responders are required to actively check the 
state of both their patient and their surrounding scene. 
During these instances, participants employed wide-
ranging systematic scanning procedures, which ena-
bled the sampling of various visual cues from across 
the workspace. The fact that users performed these 
procedures comparably between VR and real-world 
conditions suggests that sufficient levels of psychologi-
cal fidelity may have been achieved during parts of the 
VR simulation. Indeed, research has demonstrated that 
visual search abilities can be readily enhanced using 
VR-based learning methods [52]. Therefore, while the 
artificial task constraints and user mechanics in VR 
may have disrupted the regulation of movement-based 
procedures, some of the perceptual components of BLS 
appeared to remain intact and may thus be ‘trainable’ in 
the future.

Limitations and future research
A number of limitations must be considered prior to the 
implementation of VR training in the field. In particular, 
our approach of comparing VR with an equivalent real-
world simulation (and not actual performance) must be 
acknowledged, as the degree to which users responded to 
our ‘control’ task in a truly realistic manner is ultimately 
unclear. Indeed, it is entirely possible that user responses 
in VR were more representative of actual BLS opera-
tions than the ones displayed under the simulated ‘real-
world’ conditions. The use of the ‘Resuci-Anne’ method 
does, however, represent the current best practice (i.e., 
gold standard) of BLS training in the UK, so was a rele-
vant comparison for our pre-implementation evaluation. 
Moreover, the highly consistent findings that emerged 
across users’ self-report, behavioural and gaze data 
remain effective in highlighting areas of strength and lim-
itation for future training tools.

Nevertheless, the present research did not include 
any direct measures of task performance. Given that 
all participants in this study were amply competent at 
undertaking the relatively simplistic BLS procedures, 
there would have been little value in attempting to 
scrutinise any minor, potentially trivial inter-individual 
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differences in motor proficiency (especially since move-
ment atypicalities could yet exist in real-world simu-
lation conditions). That said, future work could yet 
exploit the unique potential that VR methodologies 
afford in this domain (for further discussion, see [48]). 
For instance, researchers could evaluate whether VR 
software can automatically detect markers of success-
ful and/or errorful behaviours in novice populations. 
Conversely, they could adapt the simulations to intro-
duce more complex and/or stressful task conditions 
for expert user populations, through the use of chal-
lenging and individualised clinical scenarios (see [53] 
for specific examples). It is recommended that future 
studies are conducted with larger, more diverse sam-
ple populations, so that potentially significant individ-
ual differences and correlations can be explored more 
comprehensively.

Conclusions
Overall, this study suggests that VR-based simulation 
methods may be limited for improving visuomotor skills 
in the context of BLS training, but potentially valuable for 
developing transferable perceptual and/or procedural abili-
ties. Results showed that our VR simulation was sufficiently 
accurate and immersive to make a group of experienced 
medical trainees feel ‘present’ and perform naturalistic 
procedural assessments. However, the fidelity of move-
ment-based interactions proved limited, leading to higher 
self-reported workloads, longer times to task completion, 
and disrupted attentional responses. Although the fidelity 
of such interactions could be enhanced by new technologi-
cal advancements in the field (e.g., improved hand track-
ing capabilities and haptic feedback), our results support 
further investigations into the use of different forms of 
simulation training for enhancing different aspects of BLS 
performance, and more general medical skills.
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