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Abstract 

Improving the visual explainability of medical artificial intelligence (AI) is fundamental to enabling reliable and trans-
parent clinical decision-making. Medical image analysis systems are becoming increasingly prominent in the clinical 
setting as algorithms are learning to accurately classify diseases in various imaging modalities. Saliency heat-maps 
are commonly leveraged in the clinical setting and allow clinicians to visually interpret regions of an image that the 
model is focusing on. However, studies have shown that in certain scenarios, models do not attend to clinically signifi-
cant regions of an image and perform inference using insignificant visual features. Here, we discuss the importance of 
focusing on visual explainability and an effective strategy that has the potential to improve a model’s ability to focus 
more on clinically relevant regions of a given medical image using attention mechanisms.
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Introduction
Artificial intelligence (AI) and deep learning have the 
potential to significantly impact clinical decision-making 
and healthcare workflows [1]. As more AI systems are 
being translated into the clinical setting, we are uncover-
ing both the strengths and limitations present in human-
centered design and the interactions between algorithms 
and healthcare providers [2]. A major impact of AI-based 
advancements is occurring in medical image analysis 
[3]. Medical image analysis refers to the study of apply-
ing deep learning techniques to classify or detect disease 
in a wide range of medical imaging modalities (e.g. x-ray, 
MRI, CT). The main objective of these systems is to has-
ten the time to diagnosis, democratize access to imaging 
specialists, and lower the overall workload of physicians 

by reducing manual time-consuming processes. Research 
in the area of medical image analysis commonly leverages 
state-of-the-art developments in the general field of AI 
and involves applying these techniques to specific clini-
cal problems. In recent years, these systems have become 
increasingly capable leading to the wider adoption of 
AI-based imaging diagnostic tools at the point-of-care 
and the rise in approval of AI-based medical devices by 
the US Food and Drug Administration (FDA) [4]. When 
deploying algorithms to provide diagnostic assistance to 
clinicians, it is important to enable explainable insights 
in terms of how the algorithm is performing inference. 
When AI-based medical image analysis systems are 
deployed, they commonly provide the following to the 
user: a diagnostic prediction, percentage of confidence 
(or level of certainty), and a heat-map or visualization 
of which parts of the image the model used to perform 
inference. Typically, increasing the accuracy of AI is the 
highest priority during development stages. However, 
understanding the visual explainability of algorithms 
through a clinical perspective is important in ensuring 
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usability and reliability. Here, we discuss the importance 
of visual explainability in healthcare, current limita-
tions, and potential strategies which can be employed to 
improve the reliability of AI when deployed in the clinical 
setting.

Visual explainability of medical AI
Saliency methods that generate heat-maps are com-
monly leveraged in medical image analysis, allowing cli-
nicians to visualize regions of importance that a model 
is focusing on in a given image [5]. When these models 
are deployed in a clinical setting, the ability for a clinician 
to fully interpret results in a transparent manner is of 
high importance. Solely focusing on a model’s predicted 
diagnosis limits the confidence in the model for clinical 
decision-making and lacks visual interpretation. When 
a clinician traditionally interprets a medical image, they 
are able to apply cognitive attention to specific regions 
of the image which are relevant to their diagnosis. The 
ability to assess the importance of features in a medical 
image is essential as it allows the clinician to make a final 
diagnosis based only on relevant information. This cogni-
tive process of attention allows the clinician to disregard 
unnecessary features using prior knowledge ensuring 
that the diagnosis is based on regions of an image that are 
important to the specific clinical task and target imag-
ing modality. Studies have shown that medical image 
analysis models tend to evaluate features more generally 
when compared to clinicians which can lead to predic-
tions based on irrelevant regions of an image [6]. In one 
study, it was discovered that a model was using insignifi-
cant pieces of text in an x-ray to make predictions regard-
ing COVID-19 rather than clinically significant regions 
[7]. This is a major limitation of medical AI which can be 
a significant risk in the clinical setting as it can lead to 
false interpretations. Replicating the cognitive capability 
of attention within AI systems is of high importance as 
it has the potential to improve not only performance but 
visual explainability in the clinical setting. Finding, devel-
oping, and validating strategies that can tune algorithms 
to perform inference similar to the cognitive process of 
clinicians can enhance AI interpretation in the clinical 
setting and lead to more reliable decision-making.

Attention for medical AI
In the general field of AI and deep learning, enabling 
models to focus on more relevant regions of an image 
has been studied. A notable strategy used to improve 
the “focus” of models is attention mechanisms. Atten-
tion mechanisms aim to replicate the cognitive capabil-
ity of attention in terms of deep learning. For general 
image classification purposes, popular implementations 
include squeeze-and-excitation (SE) [8], convolutional 

block attention module (CBAM) [9], global-context 
blocks (GC) [10], among others. Such mechanisms use 
various operations to tune a model to focus on features 
in an image that are semantically important in a fully 
data-driven manner. Across various general AI bench-
marks, these mechanisms have significantly improved 
the relevance of saliency heat-maps to a wide range of 
specific contexts. Additionally, these mechanisms can 
be simply integrated within the common image classifi-
cation model, the convolutional neural network (CNN). 
Studies have applied attention techniques to CNNs for 
medical image analysis tasks. One study showed that by 
applying attention to skin cancer classification, the per-
formance of standard algorithms can be improved [11]. 
Another study showed that by using attention mecha-
nisms, models can learn to suppress irrelevant regions of 
medical images from saliency maps [12]. Additionally, in 
the area of medical image segmentation, attention-based 
approaches are being leveraged to improve the focus of 
models toward relevant fields of view when segmenting 
skin lesions and more [13]. In our study, we aimed to 
understand the clinical implications of attention and to 
answer the question “Does attention improve the visual 
explainability of medical AI?” from the perspective of 
practicing clinicians [14]. We trained a common image 
classification model (ResNet-18 [15]) across the x-ray and 
dermatological image modalities, with and without the 
use of various types of attention (SE, CBAM, and GC). 
Then, we visualized saliency heat-maps from the base-
line model and subsequently each attention-augmented 
variant across medical image samples. We then anony-
mously consulted clinicians in each respective medical 
domain and presented the samples as shown in Fig. 1 in 
a randomized manner without specifying which samples 
were derived using attention [14]. The goal of this obser-
vational study was to understand if attention improves 
the “focus” of models in terms of using clinically relevant 
regions to perform inference and if this improves visual 
explainability.

Evaluation of attention for medical AI
In our observational study, we concluded that in the 
majority of images across these medical image modali-
ties, attention mechanisms improved the visual explain-
ability of the AI in terms of clinical relevance based on 
subjective feedback from clinicians. The clinicians sur-
veyed, in all but one situation, selected an attention-
augmented model over the baseline [14]. The reasoning 
behind these decisions was based on the ability of the 
models with attention to focus on more clinically signifi-
cant regions of the medical image and the low amount of 
focus that the baseline model had in comparison. Addi-
tionally, all attention-augmented models showed an 
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increase in accuracy over the baseline. It is important to 
note that this is only a single study, and further experi-
mentation must be done across various institutions, 
specialists, and imaging modalities to provide more com-
prehensive results. Attention mechanisms are only a sin-
gle strategy that can be used to potentially improve the 
“focus” of models towards clinically significant regions 
of an image. Other approaches have enabled models to 
focus on more clinically significant regions by analyzing 
gaze data using observational supervision from clinicians 
[16].

Conclusions
In order to increase the clinical confidence in medical 
AI systems, more effort needs to be made to find ways to 
integrate mechanisms and capabilities which can enable 
models to become more explainable, not just more “accu-
rate”. Attention mechanisms, as described, is an approach 
that can be used to potentially help models learn to focus 
on clinically relevant regions in medical images. There 
are various other tools developed in the general field of 
computer vision to increase the attention of models. By 
doing so, AI models can potentially provide higher util-
ity in the clinical setting and lead to more robust and 
clinically explainable decision-making. Making models 
more explainable can also provide a means to implement 
quality assurance systems before deploying in any given 
population.
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