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Abstract 

Background The potential for artificial intelligence (AI) to transform healthcare cannot be ignored, and the devel‑
opment of AI technologies has increased significantly over the past decade. Furthermore, healthcare systems are 
under tremendous pressure, and efficient allocation of scarce healthcare resources is vital to ensure value for money. 
Health economic evaluations (HEEs) can be used to obtain information about cost‑effectiveness. The literature 
acknowledges that the conduct of such evaluations differs between medical technologies (MedTechs) and pharma‑
ceuticals, and poor quality evaluations can provide misleading results. This systematic review seeks to map the evi‑
dence on the general methodological quality of HEEs for AI technologies to identify potential areas which can be 
subject to quality improvements. We used the 35‑item checklist by Drummond and Jefferson and four additional 
checklist domains proposed by Terricone et al. to assess the methodological quality of full HEEs of interventions 
that include AI.

Results We identified 29 studies for analysis. The included studies had higher completion scores for items related 
to study design than for items related to data collection and analysis and interpretation of results. However, none 
of the studies addressed MedTech‑specific items.

Conclusions There was a concerningly low number of full HEEs relative to the number of AI publications, however 
the trend is that the number of studies per year is increasing. Mapping the evidence of the methodological qual‑
ity of HEEs of AI shows a need to improve the quality in particular the use of proxy measures as outcome, reporting, 
and interpretation of the ICER.

Keywords Artificial intelligence, Health economic evaluation, Cost‑effectiveness, Cost‑utility analysis, Cost‑
effectiveness analysis, Ssystematic review

Introduction
The rapid adoption of medical technologies (MedTechs), 
including artificial intelligence (AI) solutions, in health-
care is consuming valuable resources. However, knowl-
edge about their cost-effectiveness is limited [1]. AI in 
healthcare is often used as decision support, and its effect 
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on clinical outcomes can be mediated by clinicians’. Con-
sequently, the academic discipline of validating decision 
support systems as standard prediction models may be 
insufficient [2, 3]. Therefore, clinical intervention studies 
on effect and cost-effectiveness are warranted. The aca-
demic discipline of health economic evaluations (HEE) 
focuses on how scarce healthcare resources can be effi-
ciently allocated to maximise health [4]. Such evalua-
tions aim to inform decision-makers about cost-effective 
courses of action when comparing two or more interven-
tions [4]. The methodological framework used for esti-
mating the cost-effectiveness of pharmaceuticals is well 
established and adopted by the industry, regulatory bod-
ies, and in research. The results from such analyses are 
often used in prioritising and health technology assess-
ment processes [5].

New technologies are developed and constantly intro-
ducing new treatment paradigms. Studies reflect on how 
cost-effectiveness can be impacted by temporal learning 
curve differences, continuous product modifications, 
dynamic pricing, and how adoption often requires sub-
stantial investments and re-organisation, which are dis-
tinctive characteristics frequently related to MedTechs, 
including AI [6, 7]. In general, AI performs different 
compared to devices and pharmaceuticals since they are 
purely data driven non-invasive technologies.

AI shows the potential to promote health in diverse 
disciplines, such as the development of genetic medicine, 
diagnostics, and predictive analytics. Its development 
trend is strong, with the number of new AI technologies 
exceeding the number of new pharmaceuticals in 2020 
[8, 9]. Current guidelines recommends that AI applica-
tions are evaluated almost similar to pharmaceuticals 
[2] . However, given the nature of AI, the evaluation of 
such applications are traditionally reduced to assess-
ing predictive performance [10, 11]. Unsurprisingly, a 
systematic review reported that the evidence for AI’s 
cost-effectiveness in healthcare is limited and based on 
relatively few evaluations (n = 20) compared to the total 
number of studies describing AI in healthcare, which 
was 120,000 for 2019 alone [1, 12]. Furthermore, 50% 
of HEEs did not report details on the analytic method, 
model assumptions, or characterising uncertainty, and 
the reported outcomes predominantly focused on costs 
[1]. Given the differences between evaluating pharma-
ceuticals and MedTech’s and the rapid development of 
AI solutions, conducting high-quality economic evalua-
tions is critical [13]. The worst-case scenario is that the 
primary purpose of conducting an HEE is undermined 
and misguided. This systematic review seeks to map the 
evidence of the general methodological quality of HEEs 
for AI technologies. This is done by screening the scien-
tific literature, which evaluates cost-effectiveness of AI 

interventions and assessing the methodological quality 
using the 35-item checklist by Drummond and Jefferson 
and four additional checklist domains proposed by Ter-
ricone et al. [14, 15]. The result from the study is sought 
to inform decision-makers about the current landscape 
of the methodological quality of recent published studies 
and raise the awareness of domains which can be subject 
to quality improvements.

Methods
Design
We systematically reviewed the methodology for full 
HEEs of clinical interventions for AI implementa-
tions in accordance with the Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses-guidelines 
(PRISMA) [16].

Search strategy
A systematic literature search was performed in the 
Embase, PubMed, Web of Science, and Scopus databases 
based on the recommendations for systematic reviews 
of economic evaluations by Ghislaine et  al. [17]. The 
search included peer-reviewed, full-text studies pub-
lished within the last five years, between 1 January 2017 
and 6 March 2022, and updated until 1 September 2023. 
Relevant studies with the following health economic 
terms in their abstract or title were identified: ‘economic 
evaluation’ OR ‘cost-effectiveness’ OR ‘cost-utility’ OR 
‘cost-benefit’. Search terms for AI were: ‘artificial intel-
ligence’ OR ‘machine learning’ OR ‘deep learning’ OR 
‘decision support systems’. Where possible, Medical 
Subject Headings (MeSH) terms were used. A pilot test 
was conducted to assess whether the databases’ search 
filters could further limit the search. Since they excluded 
already-known studies, a broad search strategy was 
used. The full search query for each database, number of 
hits, and access date are provided in the Supplementary 
Material. After conducting the final search, duplicates 
were automatically removed first in Endnote and then by 
manual comparison of title, journal, author, and publica-
tion year in rayan.ai.

Inclusion and exclusion criterions
Only clinical intervention studies were included. These 
studies were eligible for inclusion if they included at least 
one comparator based on AI and conducted at least one 
full HEE. A full HEE was defined by Drummond et al. as 
“a comparative analysis of alternative courses of action in 
terms of both their costs and consequences” and comprises 
cost-effectiveness analyses (CEAs), cost-utility analyses 
(CUAs), and cost-benefit analyses (CBAs) [4]. The meas-
ure of effect differs between the three types of analyses, 
however, the methodological approach for assessment is 
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the same, and therefore appropriate to apply across dis-
ease areas. Early-stage HEEs were excluded to avoid mis-
leading results since they require adjustments before final 
cost-effectiveness estimation. The articles’ language was 
restricted to English and Danish.

Selection of sources of evidence
Two of the authors (NK and AWHK) conducted the 
screening of abstracts and assessment of study eligibil-
ity. The two authors screened independently and blinded 
from one another using rayan.ai [18]. Duplicate records 
were removed automatically prior to screening using 
Endnote and rayan.ai. Abstracts were accepted for full 
text assessment if both authors independently agreed 
to include and removed from further assessment if both 
authors independently agreed to exclude. Situations 
where the two authors disagreed or one or both authors 
were in doubt was handled by discussion until a consen-
sus was reached. If a consensus could not be reached the 
paper was included for full-text assessment. The final 
inclusion of studies was determined after in-dept read-
ing of full texts against inclusion criteria. Once more, 
any disagreements were discussed until a consensus was 
reached.

Data extraction
Extraction of data was done independently by two 
authors (NK and AWHK). A data collection spread-
sheet was developed, encompassing an extensive process 
of testing to ascertain the accuracy of data extraction. 
Through a series of iterative stages, this testing formed 
the final standardized data collection template. Fur-
thermore, comprehensive discussions were conducted, 
leading to a consensus among reviewers regarding the 
terminology and definitions to be employed. Addition-
ally, each individual item on the checklist from Drum-
mond et  al. was subjected to detailed inspection, along 
with the supplementary document providing elaboration 
for each checklist item. The following study characteris-
tics are reported: author, year, country, objective, clinical 
domain, and self-reported type of AI intervention term. 
Furthermore, we extracted the studies’ health economic 
characteristics: settings, study perspective(s), evalua-
tion type, decision-analytic model (DAM) or alongside 
clinical trial (ACL), primary outcome measure, HEE type, 
incremental cost-effectiveness ratio (ICER), cost-effective 
alternative, and probabilistic sensitivity analysis (PSA). 
NK and AWHK independently extracted all data.

Quality assessment
Quality assessment was conducted following carefully 
selected checklists. The checklists were chosen after 
reviewing 13 identified checklists [19, 20]. The criteria 

for the checklist included applicability to full HEEs based 
on ACL and DAM and to assessment of both CEA, CUA 
and CBA. The Drummond 35-item checklist matched 
these criteria [14]. The Cochrane Handbook for Sys-
tematic Reviews of Interventions also recommends this 
checklist for critically appraising methodological quality 
[21]. Each item was interpreted as described by Drum-
mond et  al. [14]. The checklist comprises three cat-
egories: study design (items 1–7), data collection (items 
8–21), and analysis and interpretation of results (items 
22–35). Items are completed using a ‘yes’, ‘no’, ‘cannot 
tell’, or ‘not applicable’ scale [14]. We also identified and 
added four supplementary items suggested as relevant 
for MedTechs [15]. The results for the supplementary 
items were reported similarly to Drummond’s checklist, 
with the answers recorded as ‘formal’, ‘substantial’, or ‘not 
stated’ [15].

Results
A total of 13.319 records were identified. After duplicate 
removal, 7459 unique records were retained for further 
review. Three systematic reviews were identified for 
snowballing, which did not lead to the inclusion of addi-
tional studies [1, 13, 22]. In all, 7420 studies did not meet 
the inclusion criteria for full text screening. Forthy stud-
ies were subjected to full-text screening, of which thir-
teen were subsequently excluded since they did not meet 
the criteria. The excluded studies were cost-minimisation 
analyses, were claiming to be CEAs but only included 
costs, or were unavailable in English or Danish. Details 
are provided in Fig. 1. In all, 27 studies are identified and 
the included study by Rossi et  al. encompassed three 
unique HEEs, which we assessed independently. There-
fore, 17 HEEs were assessed from the 15 records identi-
fied [23].

Studies’ general characteristics
A general overview of the study design is provided in 
Table 1. We identified 8 (28%) studies published in 2023, 
13 studies (45%) published in 2022, five (17%) in 2021, 
only one (3%) in 2019, 2017, and 2020. No studies were 
identified in 2018. Ten HEEs (34%) were conducted in the 
US, three (10%) in Germany and China, two (7%) in the 
UK, and 11 (38%) in other countries. Eleven (38%) HEEs 
reported the generic AI term to describe the AI technol-
ogy, six studies (21%) used convolutional neural network 
(CNN) or machine learning (ML), and five studies (17%) 
uses deep learning (DL), and one study (3%) reports using 
an artificial neural network.

Studies’ health economic characteristics
A general overview of health economic features is pro-
vided in Table  2. Remarkably, 13 studies (45%) did not 
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report information on study settings. Regarding study 
perspectives, healthcare (n = 13, 45%) and payer per-
spectives (n = 7, 24%) predominated, where three stud-
ies (10%) use a combination of perspectives, and one 
(3%) uses a family perspective. For HEE types the CUA 
(n = 19, 65%) is predominant compared with CEA (n = 
9, 31%), notably from the year 2023 and forth only CUA 
was used. The Markov model (n = 20, 69%) is the pre-
ferred method to analyse of cost-effectiveness, and six 
HEEs (21%) used a combination of decision trees and 
Markov models. Four HEEs (14%) used ACLs, which 
were all CEAs. In all, 18 HEEs (62%) reported the base-
case ICER, but notably, 11 studies (29%) did not report a 
base-case ICER clearly, and seven studies (24%) reported 
more than one base-case ICER. Two HEEs (7%) reported 
the control cost-effective, and 20 (69%) deemed the inter-
vention cost-effective. A complete overview of the details 
concerning HEE characteristics is provided in Table  3. 
Additional variables for the country, time horizon, cur-
rency and price index year, number of alternatives, dis-
counting rates for cost and effect, types of sensitivity 
analysis, reporting of methods for comparison of more 
than two alternatives, ICER plot in the incremental 

cost-effectiveness (ICE) plane, willingness-to-accept, and 
willingness-to-pay are presented in Table S1.

Quality assessment
The checklist items used for quality assessment are 
shown in Table 3 with corresponding response frequen-
cies. Regarding items on study design (1–7), most HEEs 
(n = 26, 90%) provided well-described research questions 
(item 1) [23–46]. However, while three HEEs (10%) did 
not clearly state which comparator they applied in their 
research question, the alternatives were described else-
where (item 5) [47–49]. Moreover, eight HEEs (28%) 
stated the economic importance of actual cost quantifica-
tions (item 2) [26–28, 32, 43, 45, 48, 49], while the others 
only used generic statements similar to ‘costly’ [23–25, 
29–31, 33–42, 44, 46, 47]. Viewpoint was stated in all but 
three HEE (item 3) [34, 38, 41]. All studies report a clear 
description of the alternatives being compared as well 
as the form of economic evaluation (item 6), however, 
none of the studies give a justification on the choice of 
HEE among CEA, CUA or CBA, nor did any of the stud-
ies give a rational for the choice of effectiveness or utility 
measure where appropriate (item 7).

Fig. 1 A PRISMA chart of the identification, screening, and inclusion of full‑text records
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Table 1 General characteristics of the included HEEs (n = 29)

Author Year Country Objective Clinical domain AI term

Mervin et al. 2017 Australia To examine the within‑trial costs and cost‑effec‑
tiveness of using PARO, compared with a plush toy 
and usual care, for reducing agitation and medica‑
tion use in people with dementia in long‑term care.

Dementia AI

Padula et al. 2019 US To analyse the cost‑utility of performing repeated 
risk assessment for pressure‑injury prevention in all 
patients or high‑risk groups.

Pressure injury ML

Hill et al. 2020 UK To assess the cost‑effectiveness of targeted screen‑
ing, informed by a machine learning risk prediction 
algorithm, to identify patients with atrial fibrillation.

Atrial fibrillation ML

Nsengiyumva et al. 2021 Pakistan To evaluate the cost‑effectiveness of triage strategies 
with artificial intelligence‑based chest X‑ray analysis 
for patients with symptoms suggestive of pulmo‑
nary tuberculosis.

Tuberculosis DL‑based AI

Schwendicke et al. 2021 Germany To assess the cost‑effectiveness of using artificial 
intelligence for proximal caries detection on bitew‑
ing radiographs.

Caries detection CNN

Tseng et al. 2021 US To evaluate the cost‑effectiveness of an artificial 
intelligence‑electrocardiogram algorithm under vari‑
ous clinical and cost scenarios when used for univer‑
sal screening at age 65.

Asymptomatic left ventricular dysfunction AI

Turino et al. 2021 Spain To assess the effectiveness and cost‑effectiveness 
of an intelligent monitoring system for improving 
continuous positive airway pressure compliance.

Obstructive sleep apnoea ML

Mallow et al. 2021 US To conduct a cost‑utility analysis of a novel genetic 
diagnostic test (opioid use disorder test) for assess‑
ing the risk of developing opioid use disorder 
in elective orthopaedic surgery patients.

Opioid use disorder ML

Delgadillo et al. 2022 UK To compare the clinical and cost effectiveness of two 
treatment selection strategies: stepped and strati‑
fied care.

Psychological treatment ML

Fuller et al. 2022 US A cost‑effectiveness analysis of an automated retinal 
image analysis system‑based diabetic retinopathy 
screening in a primary care medical clinic serving 
a low‑income patient population.

Diabetic retinopathy AI

Rossi et al 2022 US To assess the cost‑effectiveness of artificial intel‑
ligence for supporting clinicians in detecting 
and grading diseases in dermatology.

Dermatology CNN

Rossi et al. 2022 Germany To assess the cost‑effectiveness of artificial intel‑
ligence for supporting clinicians in detecting 
and grading diseases in dentistry.

Dentistry CNN

Rossi et al. 2022 Brazil To assess the cost‑effectiveness of artificial intel‑
ligence for supporting clinicians in detecting 
and grading diseases in ophthalmology.

Ophthalmology CNN

Huang et al. 2022 China To assess the cost‑effectiveness of artificial intel‑
ligence screening for diabetic retinopathy compared 
to conventional screening strategies.

Diabetic retinopathy AI

Morrison et al. 2022 US To evaluate the relative cost‑effectiveness of autono‑
mous and assistive artificial intelligence‑based 
retinopathy of prematurity screening compared 
with telemedicine and ophthalmoscopic screen‑
ing over a range of estimated probabilities, costs, 
and outcomes.

Retinopathy AI

Schwendicke et al. 2022 Germany To assess the cost‑effectiveness of artificial 
intelligence‑supported detection of proximal caries 
in a randomised controlled clustered cross‑over 
superiority trial.

Caries detection CNN
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Key: AI Artificial intelligence, ANN Artificial neural network, ML Machine learning, CNN Conventional neural network, DL Deep learning

Table 1 (continued)

Author Year Country Objective Clinical domain AI term

Wolf et al. 2022 US To assess the cost‑effectiveness of detecting 
and treating diabetic retinopathy and its sequelae 
among children with type 1 diabetes and type 2 
diabetes using artificial intelligence diabetic retin‑
opathy screening vs standard screening by an eye 
care professional.

Diabetic retinopathy AI

Hill et al. 2022 England To determine the effectiveness of a screening strat‑
egy that included a machine learning risk prediction 
algorithm in conjunction with diagnostic testing 
for identification of undiagnosed atrial fibrillation.

Atrial fibrillation ML

Mital et al 2022 US To examine the cost‑effectiveness of using Artificial 
intelligence or polygenic risk score to guide mam‑
mography screening for breast cancer compared 
with screening based exclusively on family history, 
annual screening for all women and no screening, 
among white women.

Breast cancer DL

Skarping et al 2022 Sweden To evaluate the utility of the non‑invasive lymph 
node staging model in reducing the proportion 
of cN0 patients with low predicted risk undergoing 
sentinel lymph node biopsy.

Brest cancer screening ANN

Ziegelmayer et al. 2022 US To evaluate the cost‑effectiveness of using an artifi‑
cial intelligence algorithm for initial screening scan 
for lung cancer.

Lung cancer screening DL

Barkun et al. 2023 Canada To estimate incremental cost‑effectiveness 
ratio comparing computer‑assisted diagnosis 
to conventional colonoscopy polyp detection 
amongst patients with a positive faecal immuno‑
chemical test.

Colonoscopy AI

Chawla et al. 2023 US To compare the automated versus manual screening 
and management pathway for diabetic patients 
with unknown retinopathy status.

Diabetic retinopathy DL

Hassan et al. 2023 Italy To analyse the cost‑effectiveness of computer‑
assisted diagnosis colonoscopy in the detection 
of adenomas and colorectal cancer in Italy.

Colonoscopy AI

Lin et al. 2023 China The objective of our community‑based telemedicine 
screening for diabetic retinopathy was to examine 
whether the artificial intelligence model can be 
more cost‑effective than manual grading in low‑ 
and middle‑income countries.

Diabetic retinopathy CNN

Pickhardt et al. 2023 CT To assess the cost‑effectiveness and clinical efficacy 
of artificial intelligence‑assisted abdominal com‑
puter tomography‑based opportunistic screening 
for atherosclerotic cardiovascular disease, osteoporo‑
sis, and sarcopenia using artificial intelligence body 
composition algorithms.

Atherosclerotic cardiovascular disease 
and osteoporosis

AI

Shen et al. 2023 China We aimed to evaluate the cost‑effectiveness of arti‑
ficial intelligence‑assisted liquid‑based cytology 
testing, compared with the manual liquid‑based 
cytology and human papilloma virus‑DNA testing, 
for primary cervical cancer screening in China.

Cervical cancer screening AI

Srisubat et al. 2023 Thailand This study was conducted to analyse the cost‑utility 
of deep learning compared to trained non‑physician 
human graders to screen diabetic retinopathy 
over a lifetime horizon of patients

Diabetic retinopathy screening DL

Yonazu et al. 2023 Japan To evaluate the cost‑effectiveness of a computer‑
assisted diagnosis system designed to support clini‑
cians in differentiating early gastric cancers

Gastric cancer AI
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Table 2 Health economic characteristics of the included HEEs (n =29)

Author Settings Perspective HEE type DAM type or ACL Primary 
outcome

ICER Cost- 
effective 
alternative

Delgadillo et al. Psychological 
therapy services

Health service CEA ACL PHQ‑9 measure CT Intervention

Fuller et al. Primary care Payer CUA Markov QALY $258,721.81/QALY Intervention

Rossi et al. CT Payer CUA Markov QALY −$27,580/QALY CT

Rossi et al. CT Payer CEA Markov Tooth retention 
time

−€15.01/year CT

Rossi et al. CT Payer CUA Markov QALY R‑$91,760/QALY CT

Hill et al. Primary care National health 
service

CUA Decision tree 
and Markov

QALY Systematic: 
£4,847/QALY
Opportunistic: 
£5,544/QALY

Intervention

Huang et al. Health service 
stations

Health system 
and societal

CUA Decision tree 
and Markov

QALY Health system: 
$1,107.63/QALY
Societal: 
$1,0347.12/QALY

Intervention

Mervin et al. Long‑term care 
facilities

Healthcare CEA ACL CMAI‑SF PARO: $13.01/
CMAI‑SF
Plush toy: $12.85/
CMAI‑SF

CT

Morrison et al. CT Healthcare CEA Decision tree QALY CT CT

Nsengiyumva 
et al.

Health centre Healthcare CEA Decision tree DALY CT CT

Padula et al. Hospital Societal 
and healthcare

CUA Markov QALY Healthcare: 
$2,142/QALY
Societal: $2,000/
QALY

Intervention

Schwendicke 
et al.

Private dental 
practice

Healthcare CEA ACL Tooth retention 
time

− €8.9/year Control

Schwendicke 
et al.

CT Public‑private‑
payer healthcare

CEA Markov Tooth retention 
time

− €13.9 /year Intervention

Tseng et al. CT Healthcare CUA Decision tree 
and Markov

QALY $43,351/QALY Intervention

Wolf et al. CT Family CEA Decision tree True positive 
proportion

T1DM: $31/TPP
T2DM: $95/TPP

Intervention

Turino et al. Hospital sleep unit CT CEA ACL Hours/day 
of CPAP use

CT Intervention

Mallow et al. Orthopaedic pain 
management

Payer and self‑
insured payer

CUA Markov QALY CT Intervention

Barkun et al. Health care Payer’s perspec‑
tive

CUA Markov QALY and LY CT Intervention

Chawla et al. Primary care Health care payer CUA Markov QALY CT Intervention

Hassan et al. Primary screening National health 
service

CUA Markov QALY CT Intervention

Hill et al. Primary care National health 
service

CUA Decision tree 
and Markov

QALY £3,994/QALY Intervention

Lin et al. Community health 
service center

Societal CEA and CUA Markov Years with‑
out blindness 
per 100,000 
people with DM, 
and QALY

ICER: $2553.39/
year
ICUR: $15,216.96/ 
QALY

Control

Mital et al. CT Health care 
system

CUA Decision tree 
and microsimula‑
tion

QALY $23,755/QALY Intervention

Pickhardt et al. CT CT CUA Markov QALY CT Intervention

Shen et al. Primary screening Health care 
provider

CUA Markov QALY $622–24,482/
QALY

Intervention
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Regarding items on data collection (8–21), all but 
one (3 %) [44] HEE clearly stated the primary outcome 
of the evaluation (item 11) [44] and sources of effec-
tiveness estimation is stated in all studies (item 8). 
However, only eight HEEs (28%) reported details of the 
subjects from whom valuation is obtained (item 13) 
[23, 26, 29, 34, 35, 40, 43]. Nineteen HEEs (66%) [25, 
28, 29, 32, 33, 35–48] described the methods for esti-
mation of quantities and unit costs (item 17), but only 
12 HEEs (41%) reported recourse use separately from 
unit costs (item 16) [25, 29, 35, 37–41, 43–45, 47].

Regarding items related to results analysis and interpre-
tation (22–35), only two HEEs (10%) did not report a time 
horizon (item 22) [24, 33]. Ten HEEs (34%) did not report 
details of the statistical tests and confidence intervals for 
stochastic data (item 26) [26, 28, 30, 31, 36, 37, 41, 42, 44, 
45]. All but one HEE reported approaches to sensitivity 
analyses (item 27) and conducted either one-way sensitivity 
analysis or/and a PSA [28]. Furthermore, four HEEs (14%) 
did not report an incremental analysis (item 31) [24, 34, 38, 
46], which was also unclear in seven HEEs (24%) [29, 36, 37, 
41, 44, 47, 49]. Eight HEEs (28%) did not report cost and 
effects in disaggregated and aggregated forms (item 32) [24, 
30, 34, 37, 40, 41, 44, 46]. Three HEEs (10%) do not provide 
an answer as to which alternative was cost-effective [23, 32, 
47–49] and five studies (17%) are not stating it clearly but 
report statements such as numeric numbers but without 
conclusion [23, 33, 43] None of the HEEs reported infor-
mation about the learning curve, incremental innovation, 
dynamic pricing, or organisational impact. These items 
included incremental innovation, dynamic pricing, the 
learning curve, and organisational impact.

Discussion
This systematic review summarised the methodologi-
cal quality of HEEs that included AI interventions as a 
comparator. The results are not presented as aggregated 

study-specific percentage scores since items were consid-
ered to be weighted differently according to their impact 
on methodological quality. Furthermore, the results 
show that items related to study design and data analy-
sis have higher completion scores than items related to 
results analysis and interpretation. Surprisingly, none of 
the studies addressed MedTech-specific items. Another 
systematic review used the CHEERS checklist to assess 
the methodological quality of HEEs on AI interventions. 
They also identified relatively few studies, given the high 
publication rate of AI studies, and found that most did 
not report details on analytical methods (n = 14), model 
assumptions (n = 11), and characterising uncertainty (n 
= 12) [1]. In this systematic review, all studies provided 
well-described research questions, the viewpoint of the 
analyses, and the primary outcome, which is valuable 
information when understanding the very context of the 
evaluation. However, when addressing the analytical part 
of the HEEs, seven studies did not report unit costs and 
resource use separately. In general, transparency about 
any input variable is critical to validate the HEE and 
understand drivers for cost-effectiveness. The time hori-
zon was also missing in three studies. Four studies did 
not report statistical tests and/or confidence intervals for 
outcome data, which is concerning for several reasons. 
First, HEEs are used as input tools for decision-making. 
Therefore, not stating a time horizon causes fundamen-
tal challenges since it prevents the reader from assess-
ing whether it captures major cost and health impact 
consequences [4]. In addition, not providing informa-
tion on the statistical uncertainties of stochastic data is 
problematic since it reflects whether key parameters are 
candidates for sensitivity analysis in both one-way- or 
multiway-PSA [4]. However, the three most noteworthy 
methodological quality drawbacks we found was related 
to the ICER and effect measures. Firstly, clear report-
ing of the results of the HHEs in the form of an ICER, 

Key: HEE Health economic evaluation, PHQ-9 Patient health questionnaire, CT Cannot tell, CEA Cost-effectiveness analysis, CUA  Cost-utility analysis, QALY Quality-
adjusted life years, NHS National health service, DALY Disability-adjusted life year, TTP True positive proportion, ACL Alongside clinical trial, T1DM Type-1 diabetes 
mellitus, T2DM Type-2 diabetes mellitus, PHQ Patient health questionnaire, CPAP Continuous positive airway pressure, CMAI-SF Cohen–Mansfield Agitation Inventory-
Short Form, DAM Decision-analytic model, ICER Incremental cost-effectiveness ratio, TPP True positive proportion, DM Diabetes mellitus, ANN Artificial Neural Network

Table 2 (continued)

Author Settings Perspective HEE type DAM type or ACL Primary 
outcome

ICER Cost- 
effective 
alternative

Skarping et al. CT Health care CUA Decision tree QALY CT Intervention

Srisubat et al. CT Health care pro‑
vider and societal

CUA Decision tree 
and Markov

QALY Provider: 
$512,955/QALY
Societal: CT

CT

Yonazu et al. CT Medical payer CUA Decision tree 
and Markov

QALY $11,0937QALY Intervention

Ziegelmayer 
et al.

CT Health care CUA Markov QALY CT Intervention
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and secondly, sufficient presentation of the ICER in dis-
aggregated form to allow for correct interpretation. The 
ICER is a measure of cost-effectiveness when comparing 
two or more alternatives. It is calculated by dividing the 
difference in costs by the difference in effects. The new 
intervention is either better and more expensive, worse 
and less expensive, worse and more expensive, or bet-
ter and cheaper. The two latter outcomes always pre-
dominate, and the first two outcomes have to be deemed 

cost-effective against a willingness-to-pay or willingness-
to-accept threshold, respectively. Hence, a clearly stated 
ICER and transparent disaggregated presentation of 
results is vital to draw such logical conclusions, which 
was missing in eight studies [36]. Thirdly, the use of proxy 
measures raises some concerns. An example is the study 
by Hassan et  al. which uses detection rates as outcome 
measure in the CEA [44]. However, such approach raises 
some challenges since not all adenomas will progress 

Table 3 Summary of aggregated results for each the items of the Drummond and Jeffersons 35‑ item checklist

Yes (%) No (%) Can’t tell (%) n/a (%)

Study design
 1. The research question is stated. 26 (90) 0 (0) 3 (10)

 2. The economic importance of the research question is stated. 8 (28) 21 (72) 0 (0)

 3. The viewpoint(s) of the analysis are clearly stated and justified. 26 (90) 3 (10) 0 (0)

 4. The rationale for choosing alternative programmes or interventions compared is stated. 28 (97) 1 (3) 0 (0)

 5. The alternatives being compared are clearly described. 26 (90) 0 (0) 3 (10)

 6. The form of economic evaluation used is stated. 29 (100) 0 (0) 0 (0)

 7. The choice of form of economic evaluation is justified in relation to the questions addressed. 0 (0) 29 (100) 0 (0)

Data collection
 8. The source(s) of effectiveness estimates used are stated. 29 (100) 0 (0) 0 (0) 0 (0)

 9. Details of the design and results of effectiveness study are given (if based on a single study). 4 (14) 0 (0) 0 (0) 25 (86)

 10. Details of the methods of synthesis or meta-analysis of estimates are given (if based on a 
synthesis of a number of effectiveness studies).

23 (79) 0 (0) 0 (0) 6 (21)

 11. The primary outcome measure(s) for the economic evaluation are clearly stated. 28 (97) 1 (3) 0 (0) 0 (0)

 12. Methods to value benefits are stated. 25 (86) 4 (14) 0 (0) 0 (0)

 13. Details of the subjects from whom valuations were obtained were given. 8 (28) 21 (72) 0 (0) 0 (0)

 14. Productivity changes (if included) are reported separately. 6 (21) 0 (0) 0 (0) 23 (79)

 15. The relevance of productivity changes to the study question is discussed. 3 (10) 3 (10) 1 (3) 22 (76)

 16. Quantities of resource use are reported separately from their unit costs. 12 (41) 17 (59) 0 (0) 0 (0)

 17. Methods for the estimation of quantities and unit costs are described. 19 (65) 7 (24) 3 (10) 0 (0)

 18. Currency and price data are recorded. 22 (76) 0 (0) 7 (24) 0 (0)

 19. Details of currency of price adjustments for inflation or currency conversion are given. 22 (76) 7 (24) 0 (0) 0 (0)

 20. Details of any model used are given. 29 (100) 0 (0) 0 (0) 0 (0)

 21. The choice of model used and the key parameters on which it is based are justified. 29 (100) 0 (0) 0 (0) 0 (0)

Analysis and interpretation of results
 22. Time horizon of costs and benefits is stated. 26 (90) 3 (10) 0 (0) 0 (0)

 23. The discount rate(s) is stated. 25 (86) 4 (14) 0 (0) 0 (0)

 24. The choice of discount rate(s) is justified. 8 (28) 18 (62) 0 (0) 3 (10)

 25. An explanation is given if costs and benefits are not discounted. 4 (14) 4 (14) 0 (0) 21 (72)

 26. Details of statistical tests and confidence intervals are given for stochastic data. 19 (65) 10 (34) 0 (0) 0 (0)

 27. The approach to sensitivity analysis is given. 28 (97) 1 (3) 0 (0) 0 (0)

 28. The choice of variables for sensitivity analysis is justified. 26 (90) 3 (10) 0 (0) 0 (0)

 29. The ranges over which the variables are varied are justified. 20 (69) 9 (31) 0 (0) 0 (0)

 30. Relevant alternatives are compared. 22 (76) 0 (0) 7 (24) 0 (0)

 31. Incremental analysis is reported. 18 (62) 4 (14) 7 (24) 0 (0)

 32. Major outcomes are presented in a disaggregated as well as aggregated form. 21 (72) 8 (28) 0 (0)

 33. The answer to the study question is given. 21 (72) 3 (10) 5 (17)

 34. Conclusions follow from the data reported. 20 (69) 0 (0) 9 (31)

 35. Conclusions are accompanied by the appropriate caveats. 28 (97) 1 (3) 0 (0)
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to cancer. This may well overestimate the effect of the 
technology, and in turn underestimate the ICER, which 
results in overutilization of scarce health care resources. 
All the abovementioned can suggest a more general lack 
of understanding of the important tenet of conducting 
high-quality HEEs, which is also evident in studies evalu-
ating pharmaceuticals [50].

One limitation of the checklists used in this study is 
that they do not provide information on how the inter-
vention impacts the outcome(s). AI interventions can be 
complex and often comprise several interactions between 
technology, healthcare professionals, and patients. It is 
the authors’ opinion that there is a lack of understand-
ing of how AI technologies impact the outcome(s). Lack 
of detailed analysis of costs is another limitation of the 
checklists. In general, there is a lack of understand-
ing which cost should be included in a CEA and which 
cost are cost-drivers. A separate framework for cost and 
resource use is warranted.

None of the studies reported information on the learn-
ing curve, which is concerning since AI technologies can 
modify the effect as they mature and more data becomes 
available, altering cost-effectiveness. However, the authors 
acknowledges that this can be a very complex task to han-
dle in practice [7, 15]. An AI-specific checklist, similar to 
the extensions of CONSORT-AI and SPIRIT-AI, could 
provide a more transparent quality assessment. Such 
checklist should also address which resources are relevant 
to include in CEA’s. This is critical since AI carries various 
external costs, such as incremental innovation costs, costs 
related to re-training the model, monitoring costs etc.

We also recognise that AI is a generic term and that a 
one-size-fits-all approach will be difficult to apply given 
the distinctive differences between AI sub-types, such 
as purpose, technology, and effect. However, it is una-
voidable that AI will impact future healthcare systems, 
given its ability to rethink healthcare by transforming 
large amounts of data to support diagnostics or clini-
cal decision-making. Therefore, it is important to map 
possible methodological quality challenges in HEEs to 
enhance awareness of these in future research. Given 
these limitations, the list presented in this study pro-
vides a minimal level of guidance and is not sufficient 
for a full HEE for AI interventions. Thus, a more thor-
ough checklist for HEE of an AI intervention is war-
ranted. Regardless, only a few of the included studies 
adhere to this minimal level of guidance and can cer-
tainly be assessed as low quality HEEs.

The current study may be subject to bias as AI covers 
a broad terminology and research area, and our search 
strategy may not cover the entire field. However, we 
expect the number of false negatives is limited, and that 
our sample is representative for the current literature.

Conclusions
Given the large amount of application of AI interven-
tions in healthcare there is a worryingly low number 
of full HEEs relative to the number of AI publications. 
Furthermore, mapping the evidence for the meth-
odological quality of HEEs on AI shows a need to 
improve the quality specially concerning reporting 
and transparency of the ICER, and use of proxy out-
come measures.
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